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Abstract. A partially defined cooperative game is a coalition function form
game in which some of the coalitional worths are not known. An application
would be cost allocation of a joint project among so many players that the de-
termination of all coalitional worths is prohibitive. This paper generalizes the
concept of the Shapley value for cooperative games to the class of partially de-
fined cooperative games. Several allocation method characterization theorems
are given utilizing linearity, symmetry, formulation independence, subsidy free-
dom, and monotonicity properties. Whether a value exists or is unique depends
crucially on the class of games under consideration.
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1. Introduction

There is a growing literature on the applications of cooperative game theory
to the allocation of costs or benefits of a joint endeavor [for example, see Curiel
et. al (1993), Driessen (1994), Skorin-Kapov (1993), and Young (1994) which
provides an extensive review of earlier literature]. This paper is motivated by
such applications when the determination of all coalitional worths is prohib-
itively expensive. For example, each coalitional worth may require an extensive
engineering or accounting study, and the number of such studies increases ex-
ponentially with the number of players. This latter problem is sometimes al-
leviated if the game has a precise underlying structure (e.g., airport landing
fees, minimum cost spanning tree games, assignment games, and network flow
games). When there is no precise underlying structure, accountants often use
ad hoc methods based upon only a small number of the coalitional worths.



The purpose of this paper is to present axiomatic rationales for allocation
methods when not all coalitional worths are known.

Letscher (1990) introduced the idea of partially defined games. Some of
the results in this paper were first reported in Housman (1992). Willson (1993)
characterized the reduced Shapley value using the axioms of linearity, symme-
try, and margin monotonicity. Willson’s work is in the spirit of Young’s (1985)
characterization of the Shapley value for cooperative games. In keeping with
Shapley’s (1953) original characterization of the Shapley value for cooperative
games, we use the axioms of linearity, symmetry, and subsidy freedom (some-
times called the null player axiom). We take the viewpoint that a partially
defined game is an incomplete representation of an unknown ‘‘fully defined’’
game. Often we have some a priori knowledge about relationships among the
coalitional worths (e.g., superadditivity), and our allocation method should
make use of this knowledge. So, special care is taken to examine special classes
of games in addition to the class of all games. Similar attention to special classes
of games in the context of classical value theory includes Monderer (1988)
showing that every semivalue on a subspace of games can be extended to a
semivalue on all games and Gilboa and Monderer (1991) showing a variety of
characterizations of quasi-values on subsets of games.

In section 2, we define partially defined games, extensions, and the reduced
Shapley value. By way of an example, we show why the reduced Shapley value
may not be an appropriate allocation method. In section 3, we characterize all
linear and symmetric allocation methods as weighted Shapley values. In section
4, we characterize all linear and symmetric allocation methods having one of
three di¤erent monotonicity properties. In particular, we generalize Willson’s
(1993) characterization of the reduced Shapley value as the unique linear, sym-
metric, and margin monotone allocation method. In section 5, we characterize
all linear, symmetric, and formulation independent (a property equivalent to
the better known covariant with respect to strategic equivalence) allocation
methods. We also show the general incompatibility of margin monotonicity
and formulation independence, and we argue the intuitive primacy of formula-
tion independence. In section 6, we characterize all linear, symmetric, and sub-
sidy free (often called the null player axiom) allocation methods on the classes
of zero monotonic, size monotonic, superadditive, and convex games. We close
the paper with a few concluding remarks.

2. Partially defined games and allocation methods

Throughout this paper, we let N ¼ f1; 2; . . . ; ng be the fixed set of players. A
nonempty subset S of N is called a coalition, and we write jSj for the number
of players in the coalition S. A cooperative game is a real-valued function w
defined on the coalitions. The real number wðSÞ is called the worth of coalition
S and is interpreted as the total benefit available to the members of the co-
alition S if they cooperate with each other in the most e‰cient possible man-
ner. In the context of a joint cost allocation problem, wðSÞ is the cost savings
obtained through cooperation as opposed to each member working alone. A
partially defined cooperative game is a cooperative game in which only some
of the coalitional worths are known. In this paper, whether a coalitional worth
is known will depend only on the number of members in the coalition. For-
mally, we call M a set of known coalition sizes if M is a subset of N contain-
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ing n. A (symmetric) partially defined cooperative game with respect to the set
of known coalition sizes M, abbreviated as an M-game, is a real-valued func-
tion w defined on coalitions whose sizes are in M, that is, wðSÞ is defined if
and only if jSj A M. Note that we assume that the worths of the grand coali-
tion N is always known (n A M). Note also that an N-game is a ‘‘fully defined’’
cooperative game.

Example 2.1. Let n ¼ 6 and M ¼ f1; 2; 5; 6g. To conserve space, we will remove
parentheses and commas in the notation for coalitional worths. For example,
wðf1; 4; 5gÞ will be shortened to wð145Þ. Define w by wðNÞ ¼ wð12345Þ ¼
wð12346Þ ¼ wð12356Þ ¼ wð12456Þ ¼ wð13456Þ ¼ 120, wð23456Þ ¼ 60, wð12Þ ¼
wð13Þ ¼ wð14Þ ¼ wð15Þ ¼ 90, wð16Þ ¼ 60, wð23Þ ¼ wð24Þ ¼ wð25Þ ¼ wð34Þ ¼
wð35Þ ¼ wð45Þ ¼ 30, and wð26Þ ¼ wð36Þ ¼ wð46Þ ¼ wð56Þ ¼ wð1Þ ¼ wð2Þ ¼
wð3Þ ¼ wð4Þ ¼ wð5Þ ¼ wð6Þ ¼ 0. Note that the worths of coalitions having
three or four members are not known.

Since our viewpoint is that partially defined games arise when we have in-
su‰cient resources to determine all coalitional worths, it is important to know
what ‘‘fully defined’’ games could underlie a given partially defined game. Let
W be a collection of N-games. An W-extension of the M-game w is an N-game
ŵw A W satisfying ŵwðSÞ ¼ wðSÞ for all jSj A M. Define WM to be the set of M-
games w that have an W-extension ŵw, and whatever word is used to describe
an N-game in W (e.g., convex) will also be used to describe an M-game in
WM . Collections of games often cited in the literature include convex, super-
additive, and zero-montonic games. The N-game w is convex if wðSÞþwðTÞa
wðS WTÞ þ wðS XTÞ for all coalitions S and T. The N-game w is superad-
ditive if wðSÞ þ wðTÞawðS WTÞ for all disjoint coalitions S and T. The N-
game w is zero-monotonic if wðSÞ þ wðfigÞawðS W figÞ for all coalitions S
and players i B S.

Example 2.2. Let w be the M-game described in Example 2.1. The M-game w
has no convex extension. Indeed, if ŵw were a convex extension of w, then 180 ¼
ŵwð12Þþ ŵwð13Þ� ŵwð1Þaŵwð123Þ ¼ ŵwð123Þþ ŵwð4Þþ ŵwð5Þþ ŵwð6Þa ŵwðNÞ ¼ 120,
which is impossible. The M-game w has a unique superadditive extension de-
fined by

ŵwðSÞ ¼

30; if jSj ¼ 3 and 1 B S

90; if jSj ¼ 3 and 1 A S

30; if jSj ¼ 4; 6 A S; and 1 B S

60; if jSj ¼ 4; 6 B S; and 1 B S

90; if jSj ¼ 4; 6 A S; and 1 A S

120; if jSj ¼ 4; 6 B S; and 1 A S

wðSÞ; if jSj A M

8>>>>>>>>>><
>>>>>>>>>>:

:

The proof is a straight-forward, but tedious, application of the superadditivity
inequalities. For example, if S ¼ f1; 2; 3; 6g, then 90 ¼ ŵwð12Þ þ ŵwð36Þa ŵwðSÞ
and ŵwðSÞa ŵwðNÞ � ŵwð45Þ ¼ 90. The N-game w has many zero-monotonic
extensions: ŵw is a zero-monotonic extension of w if and only if the following
conditions hold:
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30a ŵwðSÞa 60; if jSj B M and 1 B S

90a ŵwðSÞa 120; if jSj B M and 1 A S

ŵwðRÞa ŵwðSÞ; if jRj ¼ 3; jSj ¼ 4; and RHS

ŵwðSÞ ¼ wðSÞ; if jSj A M:

The proof is a straight-forward application of the zero-monotonicity inequal-
ities. In summary, w is zero-monotonic and superadditive but not convex.

Suppose M is a set of known sizes and W is a collection of N-games. An
allocation method on M and W is a function j that to every M-game w A WM

assigns an allocation x ¼ ðx1; x2; . . . ; xnÞ A Rn satisfying
P

i AN xi ¼ wðNÞ. We
will usually write jiðwÞ for xi. We interpret jiðwÞ as the fair share to player i if
all the players cooperate to obtain the total benefit wðNÞ. Thus an allocation
method provides a method for dividing the total benefit of cooperation among
the players.

Willson (1993) defines the reduced Shapley value c on M-games by

ciðwÞ ¼
1

n

X
m AM

n � 1

m � 1

� ��1 X
jSj¼m
i AS

wðSÞ � n � 1

m

� ��1 X
jSj¼m
i BS

wðSÞ

0
BB@

1
CCA ð2:1Þ

where
a

b

� �
¼ a!

b!ða � bÞ! is the standard binomial coe‰cient. If M ¼ N, then

this formula can be interpreted as the average, over coalition sizes, of the dif-
ferences between the average worth of coalitions containing the player and the
average worth of coalitions not containing the player. If the di¤erences for
coalition sizes not in M are taken to be zero, then this interpretation carries
over to general M. If M ¼ N, the reduced Shapley value is the Shapley (1953)
value defined on N-games. In general, the reduced Shapley value agrees with
the Shapley value if all unknown coalitional worths are set equal to some con-
stant (a di¤erent constant may be chosen for each coalition size).

The formula given by Shapley (1953) for the Shapley value defined on N-
games involves a weighted average of marginal contributions, DðS � fig;S;wÞ
¼wðSÞ�wðS�figÞ. In order to generalize this approach to M-games, we con-
sider marginal contributions, DðR;S;wÞ ¼ wðSÞ � wðRÞ, for coalitions satisfy-
ing RJS � fig and jRj is the largest number in M that is strictly less than jSj.
An equivalent formula for the reduced Shapley value is given by

ciðwÞ ¼
1

n

X
m AM

n � 1

m � 1

� ��1 X
jSj¼m
i AS

m � 1

rðmÞ

� ��1 X
jRj¼rðmÞ
RJS�fig

ðwðSÞ � wðRÞÞ ð2:2Þ

where rðmÞ ¼ maxf0; r : r A M and r < mg is the next smaller size for which
coalitional worths are known, and we let wðfÞ ¼ 0 for notational conve-
nience. That formulas 2.1 and 2.2 are equivalent follows from comparing co-
e‰cients for each wðSÞ in the two formulas. Indeed, suppose S is a coalition
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satisfying i A S and jSj ¼ s A M. Then the coe‰cient of wðSÞ in formula 2.2 is
1

n

n � 1

s � 1

� ��1
s � 1

rðsÞ

� ��1
s � 1

rðsÞ

� �
¼ 1

n

n � 1

s � 1

� ��1

which is the coe‰cient of

wðSÞ in formula 2.1. Suppose R is any other coalition. Then R is a coalition
satisfying i B R and jRj ¼ r ¼ rðsÞ A M for some s A M. It follows that the

coe‰cient of wðRÞ in formula 2.2 is � 1

n

n � 1

s � 1

� ��1
s � 1

r

� ��1
n � r � 1

s � r � 1

� �
¼

� 1

n

n � 1

r

� ��1

[after some algebra] which is the coe‰cient of wðRÞ in formula

2.1.
Given the preceeding discussion, the reduced Shapley value for partially

defined cooperative games seems to be a natural generalization of the Shapley
value for cooperative games. The example challenges this intuition.

Example 2.3. Let w be the M-game described in Example 2.1. The reduced
Shapley value of our example M-game w is ciðwÞ ¼ ð41; 17; 17; 17; 17; 11Þ.
Note that the Shapley value of the unique superadditive extension ŵw is ciðŵwÞ ¼
ð62; 14; 14; 14; 14; 2Þ. So, the reduced Shapley value may not equal the Shapley
value of its unique extension. In fact, the Shapley value of no zero-monotonic
extension yields the reduced Shapley value for our example! Indeed, suppose ŵw
is a zero-monotonic extension of w. Notice that ciðŵwÞ is an increasing function
of ŵwðSÞ if i A S, is a decreasing function of ŵwðSÞ if i B S, and is an increasing
function of ŵwðSÞ � ŵwðS � figÞ if i A S. So, c1ðŵwÞ will be minimized by setting
ŵwðSÞ ¼ 90 if jSj ¼ 3 and 1 A S, ŵwðSÞ ¼ 60 if jSj ¼ 4 and 1 B S, and ŵwðSÞ ¼
ŵwðS�f1gÞ if jSj ¼ 4 and 1 AS. Hence, c1ðŵwÞ�c1ðwÞb5. In summary, the re-
duced Shapley value for our example partially defined game can be equal to the
Shapley value of a corresponding ‘‘fully defined’’ game only if the correspond-
ing game is not zero-monotonic.

The example shows us that the reduced Shapley value is sometimes an in-
appropriate choice for an allocation method for partially defined games if we
believe that our partially defined game corresponds to some ‘‘fully defined’’
game for which we only know some of the coalitional worths.

3. Linear and symmetric allocation methods

In this section, we characterize all linear and symmetric allocation methods
on classes of partially defined cooperative games that are convex cones and
symmetric. We begin by defining our conditions and interpreting them in the
context of allocation problems.

For the remainder of this paper, M is a set of known coalition sizes, W is a
collection of N-games, and j is an allocation method on M and W. We will
interpret W as the possible allocation problems that could arise a priori, and
so WM will be interpreted as the possible partially defined allocation problems
that could arise a priori. We will interpret jiðwÞ as the fair share given to player
i in the partially defined allocation problem w. We now define and interpret
two conditions on collections of N-games and allocation methods.

Suppose that v and w are M-games and a and b are real numbers. Define
the M-game av þ bw by the formula ðav þ bwÞðSÞ ¼ avðSÞ þ bwðSÞ for all co-
alitions S satisfying jSj A M. The set W is a convex cone if av þ bw A W when-

Allocation methods for partially defined games 5



ever v;w A W and a; b are positive real numbers. Note that if W is a convex cone,
then WM is a convex cone. The convex cone condition can be interpreted as
saying that changing the currency and combining possible allocation problems
should result in other possible allocation problems. If w is an allocation prob-
lem and b is a positive real number, then bw is really the same allocation prob-
lem expressed with a di¤erent currency (e.g., francs instead of dollars). If v and
w are allocation problems (e.g., municipal waste collection and sewage treat-
ment), then it should make sense to combine the two allocation problems into
the single allocation problem v þ w.

Suppose that w is an M-game and s is a permutation of N. If S is a coali-
tion, then let sðSÞ be the set fsðiÞ : i A Sg. Define the M-game sw by the for-
mula ðswÞðSÞ ¼ wðs�1ðSÞÞ for all coalitions S satisfying jSj A M. The set W is
symmetric if sw A W whenever w A W and s is a permutation of N. Note that
if W is symmetric, then WM is symmetric. The symmetry condition can be in-
terpreted as saying that relabeling the players in a possible allocation problem
should result in another possible allocation problem.

Collections of cooperative games that are convex cones and symmetric in-
clude the collections of all games, zero-monotonic games, superadditive games,
and convex games.

An allocation method j is linear if jðav þ bwÞ ¼ ajðvÞ þ bjðwÞ whenever
v;w A WM and a; b are positive real numbers. Our interpretation is that the fair
share to a player should not depend on the unit of currency used to state the al-
location problem nor whether the allocation problem is first divided into sepa-
rate and additive allocation problems. Note that if WM is a convex cone, then
av þ bw A WM making the definition meaningful. Linearity is slightly stronger
than Shapley’s additivity axiom in which a ¼ b ¼ 1. The additional, relatively
innocuous, proportionality assumption, jðbwÞ ¼ bjðwÞ whenever w A WM and
b is a positive real number, made here is necessary to rule out highly discon-
tinuous allocation methods. The reader could also substitute additivity for lin-
earity in all that follows if we restrict ourselves to rational rather than real
numbers.

An allocation method j is symmetric if jsðiÞðswÞ ¼ jiðwÞ whenever w A WM

and s is a permutation of N. The fair share to a player should not depend
on the label given to represent that player. Note that if WM is symmetric, then
sw A WM making the definition meaningful. This is the standard definition of
symmetry used in the literature, although sometimes it is called anonymity.
Two players i and j are called substitutes in the M-game w if wðS � figÞ ¼
wðS � f jgÞ whenever S is a coalition satisfying i; j A S and jSj � 1 A M. Sym-
metry implies the weaker property equal treatment: jiðwÞ ¼ jjðwÞ whenever i

and j are substitutes in w. In example 2.1, players 2, 3, 4, and 5 are substitutes
and so any symmetric allocation method should assign the same payo¤s as did
the reduced Shapley value.

The reduced Shapley value is linear and symmetric on all collections of
games that are convex cones and symmetric. However, there are other such
allocation methods. Suppose b A RM satisfies bn ¼ 1. The b-weighted Shapley
value cb is defined by

cb
i ðwÞ ¼

1

n

X
m AM

bm

0
B@ n � 1

m � 1

� ��1 X
jSj¼m
i AS

wðSÞ � n � 1

m

� ��1 X
jSj¼m
i BS

wðSÞ

1
CA: ð3:1Þ
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Note that the weighting is with respect to the size of the coalitions instead of
with respect to the player indices and is therefore distinct from the literature
on linear but nonsymmetric allocation methods for cooperative games (see
Kalai and Samet (1988) and Nowak and Radzik (1995)). The reduced Shapley
value is the special case when bm ¼ 1 for all m A M. The first theorem is that
b-weighted Shapley values are linear and symmetric and are the only linear and
symmetric allocation methods. This Theorem generalizes Theorems 3.6 and 3.7
of Willson (1993) because there W is taken to be the collection of all N-games.

Theorem 3.1. Suppose WM is a convex cone and a symmetric collection of
games. The allocation method j on WM is linear and symmetric if and only if j
is a b-weighted Shapley value.

Proof: The function cb is clearly linear and is symmetric becauseP
jSj¼m;sðiÞ AS swðSÞ ¼

P
jSj¼m; i A s�1ðSÞ wðs�1ðSÞÞ ¼

P
jSj¼m; i A S wðSÞ and sim-

ilarly
P

jSj¼m;sðiÞ B S swðSÞ ¼
P

jSj¼m; i B S wðSÞ. That cb is an allocation meth-

od, that is, yields allocations, follows from the following calculation:

X
i AN

cb
i ðwÞ � wðNÞ

¼ 1

n

X
i AN

X
m AM�fng

bm

n � 1

m � 1

� ��1 X
jSj¼m
i AS

wðSÞ � n � 1

m

� ��1 X
jSj¼m
i BS

wðSÞ

0
BB@

1
CCA

¼ 1

n

X
m AM�fng

bm

n � 1

m � 1

� ��1 X
jSj¼m

X
i AS

wðSÞ � n � 1

m

� ��1 X
jSj¼m

X
i B S

wðSÞ

0
@

1
A

¼ 1

n

X
m AM�fng

bm

n � 1

m � 1

� ��1

m � n � 1

m

� ��1

ðn � mÞ
 ! X

jSj¼m

wðSÞ

¼ 1

n

X
m AM�fng

bmð0Þ
X
jSj¼m

wðSÞ ¼ 0:

Conversely, suppose j is linear and symmetric. We need to show that there
exist constants bm; m A M, satisfying bn ¼ 1, for which jðwÞ ¼ cbðwÞ for all
w A WM .

As a special case, suppose first that W is the collection of all games. For
each coalition T satisfying jT j A M, define the M-game eT by eTðTÞ ¼ 1 and
eTðSÞ ¼ 0 otherwise. Clearly, i and j are substitutes in eT if both i; j A T or
both i; j B T . By the equal treatment property of j, there are constants aT and
a 0

T for which jiðeTÞ ¼ aT if i A T and jiðeTÞ ¼ a 0
T if i B T . Since jðeTÞ is an

allocation, eTðNÞ ¼
P

i AN jiðeTÞ ¼ jT jaT þ ðn� jT jÞa 0
T which implies aN ¼ 1

n
and a 0

T ¼ �jT jaT=ðn � jT jÞ if T 0N. Suppose T and T 0 are coalitions sat-
isfying jT j ¼ jT 0j A M, and let s be a permutation of N satisfying sðTÞ ¼ T 0.
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By the symmetry of j, if i A T , then aT 0 ¼ jsðiÞðeT 0 Þ ¼ jsðiÞðseTÞ ¼ jiðeTÞ ¼ aT .

Hence, there exist constants cm, m A M, satisfying cn ¼ 1

n
and jiðeT Þ ¼ cjT j if

i A T and jiðeT Þ ¼ �jT jcjT j=ðn � jT jÞ if i B T . Now given any w A WM , we

may write w ¼
P

jT j AM wðTÞeT . By the linearity of j, it follows that

jiðwÞ ¼
X

jT j AM

wðTÞjiðeTÞ

¼
X
m AM

X
jT j¼m
i AT

wðTÞjiðeTÞ þ
X
jT j¼m
i BT

wðTÞjiðeTÞ

0
BB@

1
CCA

¼
X
m AM

X
jT j¼m
i AT

wðTÞcm þ
X
jT j¼m
i BT

wðTÞ �m

n � m
cm

0
BB@

1
CCA

¼
X
m AM

cm

X
jT j¼m
i AT

wðTÞ � m

n � m

X
jT j¼m
i BT

wðTÞ

0
BB@

1
CCA:

Set bm ¼ n
n � 1

m � 1

� �
cm, m A M, to obtain jðwÞ ¼ cbðwÞ. In summary, the the-

orem holds when W is the collection of all N-games.
Now consider the general case in which W is a convex cone and symmetric,

but W need not contain all games. Again suppose j is linear and symmetric on
WM . Our approach will be to extend the definition of j to all M-games pre-
serving linearity and symmetry. We will then make use of our special case re-
sult.

Define SpanðWMÞ to be the set of M-games spanned by WM , that is,
SpanðWMÞ is the collection of M-games

P
i A I aiw

i where ai is a real number
and wi A WM for all i in some finite set I. Since WM is symmetric, SpanðWMÞ is
symmetric. Indeed, suppose w A SpanðWMÞ and s is a permutation of N. Then
w ¼

P
i A I aiw

i for some finite set I and some real number ai and wi A WM for
all i A I . By symmetry of WM , it follows that swi AWM and sw ¼

P
i A I aiðswiÞ A

SpanðWMÞ.
We will now extend the definition of j to SpanðWMÞ. For each w A

SpanðWMÞ, there exist a finite set I and real number ai and wi A WM for i A I
satisfying w ¼

P
i A I aiw

i; define jðwÞ ¼
P

i A I aijðwiÞ. We must check that j
is well-defined. Suppose w does not have a unique representation as a linear
combination of M-games in WM , that is, suppose I and J are finite sets, ai is
a real number and wi A WM for all i A I , bi is a real number and w j A WM

for all j A J, and w ¼
P

i A I aiw
i ¼

P
j A J bjw

j. Rearranging the last equality,

we obtain
P

i A I þ aiw
i þ
P

j A J�ð�bjÞw j ¼
P

i A I�ð�aiÞwi þ
P

j A Jþ bjw
j where

Iþ ¼ fi A I : ai b 0g, I� ¼ fi A I : ai < 0g, Jþ ¼ f j A J : aj b 0g, and J� ¼
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f j A J : aj < 0g. Both sides of this last equality are positive (zero coe‰-
cients may be ignored) linear combinations of games in WM , and so the line-

arity of j implies
P

i A I þ aijðwiÞ þ
P

j A J�ð�bjÞjðw jÞ ¼
P

i A I�ð�aiÞjðwiÞþP
j A Jþ bjjðw jÞ. Rearranging this equality, we obtain

P
i A I aijðwiÞ ¼

P
j A J 


bjjðw jÞ. Hence, the value of jðwÞ does not depend on the representation chosen
for w, that is, j is well-defined. It is now straight-forward to show that jðwÞ ¼
jðwÞ for all w A WM , that j is an allocation method implies j is an allocation
method, and that the linearity and symmetry of j implies that j is linear and
symmetric.

In order to extend the definition of j to all M-games, we need to con-
sider the subspace orthogonal to SpanðWMÞ. Define OrthðWMÞ to be the col-
lection of M-games v satisfying

P
jSj AM vðSÞwðSÞ ¼ 0 for all w A SpanðWMÞ.

Since OrthðWMÞ is a linear subspace, OrthðWMÞ is a convex set. The collection
OrthðWMÞ is also symmetric. Indeed, suppose v A OrthðWMÞ and s is a permu-
tation of N. If w A SpanðWMÞ, then w 0 ¼ s�1w A SpanðWMÞ andX

jSj AM

ðsvÞðSÞwðSÞ ¼
X

jSj AM

ðsvÞðSÞðsw 0ÞðSÞ

¼
X

jSj AM

vðs�1ðSÞÞw 0ðs�1ðSÞÞ

¼
X

jRj AM

vðRÞw 0ðRÞ ¼ 0:

Let p1 and p2 be the projection maps from the vector space of all M-
games to SpanðWMÞ and OrthðWMÞ, respectively. That is, for any M-game w
the projection maps yield the unique M-games p1ðwÞ A SpanðWMÞ and p2ðwÞ A
OrthðWMÞ satisfying w ¼ p1ðwÞ þ p2ðwÞ. We can now define our extension of

j to all M-games. Define ĵj by the formula ĵjiðwÞ ¼ jiðp1ðwÞÞ þ
1

n
ðp2ðwÞÞðNÞ.

We now show that ĵj has the desired properties. First, ĵj is an extension of
j. Indeed, if w A SpanðWMÞ, then p1ðwÞ ¼ w and p2ðwÞ is the M-game with

all coalitional worths zero, and so ĵjiðwÞ ¼ jiðwÞ þ 0 ¼ jiðwÞ since j is an
extension of j. Second, ĵj is an allocation method because

P
i AN ĵjiðwÞ ¼P

i AN jiðp1ðwÞÞ þ ðp2ðwÞÞðNÞ ¼ ðp1ðwÞÞðNÞ þ ðp2ðwÞÞðNÞ ¼ ðp1ðwÞ þ p2ðwÞÞ 

ðNÞ ¼ wðNÞ. Third, ĵj is linear because projection maps and compositions of
linear maps are linear. Fourth, ĵj is symmetric. Indeed, suppose w is an M-
game and s is a permutation of N. Then

ĵjsðiÞðswÞ ¼ jsðiÞðp1ðswÞÞ þ 1

n
ðp2ðswÞÞðNÞ

¼ jsðiÞðsðp1ðwÞÞÞ þ
1

n
ðsðp2ðwÞÞÞðNÞ

¼ jiðp1ðwÞÞ þ
1

n
ðp2ðwÞÞðNÞ

¼ ĵjiðwÞ:

Allocation methods for partially defined games 9



In summary, ĵj is a linear and symmetric allocation method on the col-
lection of all M-games which equals j on WM . By our earlier work, there exist
constants bm; m A M, satisfying bn ¼ 1 such that ĵj ¼ cb, and so j ¼ cb. 9

When M ¼ N and W is the set of all games, Theorem 3.1 characterizes
allocation methods satisfying all properties of a value except possibly the null
player axiom. This characterization shows that each such allocation method is
determined linearly by n� 1 constants, one for each coalition size m ¼ 1; 2; . . . ;
n � 1. This is technically similar to the Dubey et al (1981) characterization
of semivalues (methods satisfying all properties of a value except possibly ef-
ficiency which we take as part of our definition of allocation method) that are
uniquely defined by a vector of n weights, one for each coalition size m ¼
1; 2; . . . ; n.

We close this section with a uniqueness of representation theorem for
weighted Shapley values.

Theorem 3.2. Suppose WM has a nonempty interior. The a-weighted and b-
weighted Shapley values are equal on WM if and only if a ¼ b.

Proof: Clearly, if a ¼ b, then the a-weighted and b-weighted Shapley values
are equal. Conversely, suppose the a-weighted and b-weighted Shapley values
are equal. For m A M, define the set functions vm by vmðSÞ ¼ 1 if S ¼
f1; 2; . . . ;mg and vmðSÞ ¼ 0 otherwise. Let w be an M-game contained in the
nonempty interior of WM . Hence, for su‰ciently small e > 0, the M-games
w þ evm are contained in WM for all m A M. Since ca ¼ cb, it follows that
0 ¼ ca

1 ðw þ evmÞ�cb
1 ðw þ evmÞ ¼ ca

1 ðwÞ �cb
1 ðwÞþ eðca

1 ðvmÞ�cb
1 ðvmÞÞ [since

ca and cb are linear] ¼ eðca
1 ðvmÞ � cb

1 ðvmÞÞ [since ca ¼ cb on WM ] ¼ e
1

n



n� 1

m� 1

� ��1

ðam � bmÞ [by formula 3.1]. Therefore, am ¼ bm for all m A M. 9

4. Monotonicity

In this section, we consider three natural monotonicity conditions for an allo-
cation method on partially defined cooperative games, and characterize linear
and symmetric allocation methods satisfying each of these monotonicity con-
ditions.

Suppose M is a set of known sizes. Recall that we defined rðmÞ ¼
maxf0; r : r A M and r < mg to be the next smaller size for which coalitional
worths are known, and we let wðfÞ ¼ 0 for notational convenience. Given a
player i, two coalitions R and S are i-adjacent if jSj A M, i A S, jRj ¼ rðjSjÞ,
and RJS � fig. Given an M-game w, a marginal contribution of i is the
quantity DiðR;S;wÞ ¼ wðSÞ � wðRÞ for some i-adjacent coalitions R and S.
Player i is marginally favored by M-game w over the M-game v if DiðR;S;wÞb
DiðR;S; vÞ for all i-adjacent coalitions R and S. So, a player i is marginally
favored by w over v if player i ’s marginal contributions in w are at least as
great as in v. In such a circumstance, it is natural to assume that player i re-
ceives a higher payo¤ in w than v. The next condition formalizes this intuition.
The allocation method j is margin monotone on WM if jiðwÞb jiðvÞ whenever
a player i is marginally favored by an M-game w AWM over an M-game v A WM .

The next theorem characterizes linear, symmetric, and margin monotone
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allocation methods. It is a generalization of Willson’s (1993) main theorem in
that he only considers WM equal to the collections of all M-games. The proof
given here is also much shorter and more transparent.

Theorem 4.1. Suppose WM is a convex cone, symmetric, and has a nonempty
interior. The allocation method j is linear, symmetric, and margin monotone on
WM if and only if j is the reduced Shapley value.

Proof: Suppose the allocation method j is linear, symmetric, and margin
monotone on WM . Let k be the smallest number in M. For m A M � fkg,
define the set functions vm by vmðSÞ ¼ 1 if jSj ¼ m and 1 A S, vmðSÞ ¼ 1 if
jSj ¼ rðmÞ and 1 B S, and vmðSÞ ¼ 0 otherwise. Let w be an M-game con-
tained in the nonempty interior of WM . Hence, for su‰ciently small e > 0,
the M-games w þ evm are contained in WM for all m A M � fkg. Because
vmðTÞ � vmðSÞ ¼ 0 for all 1-adjacent coalitions S and T, it follows that player
1 is marginally favored by w over w þ evm and by w þ evm over w. Because j
is margin monotone, it follows that j1ðwÞ ¼ j1ðw þ evmÞ. Because j is linear
and symmetric, theorem 3.1 implies j is a b-weighted Shapley value. Hence,

0 ¼ cb
1 ðw þ evmÞ � cb

1 ðwÞ ¼ ecb
1 ðvmÞ [by linearity of cb] ¼ e

1

n
ðbm � brðmÞÞ

[using formula 3.1]. So, bm ¼ brðmÞ for all m A M � fkg. Since bn ¼ 1, it fol-

lows that bm ¼ 1 for all m A M. Therefore, j is the reduced Shapley value.
Conversely, suppose j is the reduced Shapley value. By theorem 3.1, j is

linear and symmetric. By formula 2.2, the reduced Shapley value for player i
is a positive linear combination of player i ’s marginal contributions. Hence, j
is margin monotone. 9

In addition to WM being a convex cone and symmetric, the theorem as-
sumes that WM has a nonempty interior. This condition clearly holds for the
collections of convex, superadditive, zero-monotonic, and all N-games. Weaker
conditions are possible. For example, the conclusion of the theorem holds, with
an almost identical proof, if WM is assumed to contain only zero-normalized
games and have a nonempty interior in the space of all zero-normalized N-
games. (See the Formulation Independence section for definitions of these
terms.) The next theorem shows that some condition on WM is required for
an allocation method to be uniquely characterized by linearity, symmetry, and
margin monotonicity.

Theorem 4.2. There exists a convex cone and symmetric WM and linear, sym-
metric, and margin monotone allocation methods on WM which are not the re-
duced Shapley value.

Proof: Let k A M satisfy rðkÞ ¼ 0, that is, k ¼ minfm : m A Mg. Let W be the
set of all N-games w satisfying

P
jSj¼k wðSÞ ¼ 0. Clearly, WM is a convex cone

and symmetric. Note that WM does not have a nonempty interior. Let j ¼ cb

where bm ¼ 1 for all m A M � fkg and bk > 1. By theorem 3.1, j is linear
and symmetric. We now show that j is margin monotone. Let l A M satisfy
rðlÞ ¼ k. Suppose player i is marginally favored by w A WM over v A WM . Then

jiðwÞ � jiðvÞ ¼ cb
i ðwÞ � cb

i ðvÞ ¼ cb
i ðw � vÞ [by linearity of cb] ¼ ciðw � vÞþ

1

n
ðbk � 1Þ

 
n � 1

k � 1

� ��1P
jSj¼k
i AS

ðw � vÞðSÞ � n � 1

k

� ��1P
jSj¼k
i BS

ðw � vÞðSÞ
!

[by
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formulas 2.1 and 3.1] ¼ ciðw� vÞþ 1

n
ðbk � 1Þ

 
n� 1

k � 1

� ��1P
jSj¼k
i AS

ðw� vÞðSÞþ
n� 1

k

� ��1P
jSj¼k
i AS

ðw� vÞðSÞ
!

[since v;w AWM implies
P

jSj¼kðw� vÞðSÞ ¼ 0] ¼

ciðw�vÞþ 1

n
ðbk �1Þ n� 1

k � 1

� ��1

þ n� 1

k

� ��1
 !P

jSj¼k
i AS

ðw�vÞðSÞ [algebra]b0

[since player i is marginally favored by w over v, and c is margin monotone].
Hence, jiðwÞb jiðvÞ. 9

Player i is coalitionally favored by M-game w over the M-game v if wðSÞb
vðSÞ for all coalitions S containing i and wðSÞa vðSÞ for all coalitions S not
containing i. So, a player i is coalitionally favored by w over v if coalitions
containing i are better o¤ in w and coalitions not containing i are worse o¤
in w. In such a circumstance, it is natural to assume that player i receives a
higher payo¤ in w than v. The allocation method j is coalition monotone on
WM if jiðwÞb jiðvÞ whenever a player i is coalitionally favored by an M-game
w A WM over an M-game v A WM . Note that if player i is coalitionally favored
by w over v, then player i is marginally favored by w over v. So, coalition mo-
notonicity is a weaker condition than margin monotonicity.

Theorem 4.3. Suppose WM is a convex cone, symmetric, and has a nonempty in-
terior. The allocation method j is linear, symmetric, and coalition monotone on
WM if and only if j is a b-weighted Shapley value for which bm b 0 for all m A M.

Proof: Suppose the allocation method j is linear, symmetric, and coalition
monotone on WM . For m A M, define the set functions vm by vmðSÞ ¼ 1 if
S ¼ f1; 2; . . . ;mg and vmðSÞ ¼ 0 otherwise. Let w be an M-game contained in
the nonempty interior of WM . Hence, for su‰ciently small e > 0, the M-games
w þ evm are contained in WM for all m A M. Clearly, player 1 is coalitionally
favored by w þ evm over w. Because j is coalition monotone, it follows that
j1ðw þ evmÞb j1ðwÞ. Because j is linear and symmetric, theorem 3.1 implies

j is a b-weighted Shapley value. Hence, 0acb
1 ðw þ evmÞ � cb

1 ðwÞ ¼ ecb
1 ðvmÞ

[by linearity of cb] ¼ e
1

n

n � 1

m � 1

� ��1

bm [using formula 3.1]. So, bm b 0 for all
m A M.

Conversely, suppose j is a b-weighted Shapley value for which bm b 0 for
all m A M. By theorem 3.1, j is linear and symmetric. Suppose player i and
M-games w; v A WM satisfy wðSÞb vðSÞ for all coalitions S containing i and
wðSÞa vðSÞ for all coalitions S not containing i. Since in formula 3.1, the co-
e‰cients of wðSÞ are nonnegative when S contains i and nonpositive when S
does not contain i, it follows that jiðwÞb jiðvÞ. Hence, j is coalition mono-
tone. 9

Player i is favored over player j in the M-game w if wðS W figÞbwðS W f jgÞ
for all coalitions S satisfying i; j B S and jSj þ 1 A M. So, player i is favored
over player j if substituting i for j can only increase the worth of any coali-
tion. In such a circumstance, it is natural to assume that player i receives a
higher payo¤ than player j. The allocation method j is player monotone on
WM if jiðwÞb jjðwÞ whenever a player i is favored over a player j in an M-

game w A WM . Player monotonicity involves comparisons between players in
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a single game while margin and coalition monotonicity involve comparisons
between games for a single player. It is somewhat remarkable that player and
coalition monotonicity characterize the same class of allocation methods.

Theorem 4.4. Suppose WM is a convex cone, symmetric, and has a nonempty
interior. The allocation method j is linear, symmetric, and player monotone on
WM if and only if j is a b-weighted Shapley value for which bm b0 for all m A M.

Proof: Suppose the allocation method j is linear, symmetric, and player mono-
tone on WM . Let w 0 be an M-game contained in the nonempty interior of WM .
Since WM is symmetric, sw 0 is contained in the interior of WM for all permuta-
tions s of N. Since WM is a convex cone, w ¼

P
s sw 0, where the summation is

over all permutations s of N, is contained in the interior of WM . Note also that

all pairs of players are substitutes in w; hence, jiðwÞ ¼
1

n
wðNÞ for all i A N.

For m A M, define the set functions vm by vmðSÞ ¼ 1 if S ¼ f1; 2; . . . ;mg and
vmðSÞ ¼ 0 otherwise. Since w is contained in the interior of WM , there exists a
su‰ciently small e > 0 for which the M-games w þ evm are contained in WM

for all m A M. Clearly, player 1 is favored over player n in w þ evm. Because
j is player monotone, it follows that j1ðw þ evmÞb jnðw þ evmÞ. Because j

is linear and symmetric, theorem 3.1 implies j is a b-weighted Shapley value.
Hence, 0acb

1 ðwþ evmÞ �cb
n ðwþ evmÞ ¼ cb

1 ðwÞ�cb
n ðwÞþ ecb

1 ðvmÞ� ecb
n ðvmÞ

[by linearity of cb] ¼ ecb
1 ðvmÞ � ecb

n ðvmÞ [since 1 and n are substitutes in w] ¼

e
1

n

n� 1

m� 1

� ��1

þ n� 1

m

� ��1
 !

bm [using formula 3.1]. So, bmb0 for all m A M.

Conversely, suppose j is a b-weighted Shapley value for which bm b 0
for all m A M. By theorem 3.1, j is linear and symmetric. Using formula

3.1, we obtain that cb
i ðwÞ�cb

j ðwÞ ¼
1

n

n� 1

m� 1

� ��1

þ n� 1

m

� ��1
 !P

m AM bm 


P
jSj¼m
i AS
j BS

wðSÞ �
P

jSj¼m
i BS
j AS

wðSÞ

0
B@

1
CA. If player i is favored over player j in the M-

game w A WM , then the last bracketed term in the above expression for
cb

i ðwÞ � cb
j ðwÞ is nonnegative. Since the bm are also nonnegative, it follows

that cb
i ðwÞ � cb

j ðwÞb 0. Hence, j is player monotone. 9

5. Formulation independence

Consider the following joint cost allocation problem. Suppose each player
must make use of some shared resource, and the most economical method of
obtaining a su‰cient amount of the shared resource for each player in a co-
alition S results in a cost of cðSÞ. If all players cooperate, what is a fair way to
allocate the total cost cðNÞ? There are at least two reasonable ways to make
use of a cooperative game allocation method j to solve this joint cost allo-
cation problem. First, define the worth of coalition S to be the negative of its

cost, w1ðSÞ ¼ �cðSÞ, and then allocate the total cost via the negative of the
allocation method: �jiðw1Þ would be the cost allocated to player i. Second,
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define the worth of coalition S to be the savings resulting via cooperation,
w2ðSÞ ¼

P
i AS cðfigÞ� cðSÞ, and then allocate the total savings via the alloca-

tion method: cðfigÞ � jiðw2Þ would be the cost allocated to player i. It would
be desirable for the cost allocation not to depend upon the solution approach
used, that is, �jiðw1Þ ¼ cðfigÞ � jiðw2Þ. Our next condition ensures this.

The zero-normalization of the M-game w is the M-game w defined by the
formula wðSÞ ¼ wðSÞ �

P
i AS wðfigÞ. an allocation method j is formulation

independent on the collection WM if jiðwÞ ¼ jiðwÞ þ wðfigÞ for all w A WM and
i A M. Note that the equality of this definition is equivalent to the last equality
of the previous paragraph if we set w¼�c. Young (1994) calls formulation in-
dependence, ‘‘invariance in direct costs.’’ Formulation independence and pro-
portionality (jðawÞ ¼ ajðwÞ for all positive real numbers a and M-games w,
which is implied by linearity) is equivalent to another property often cited in the
literature: covariance with respect to strategic equivalence (jiðvÞ ¼ ajiðwÞ þ bi

for all players i A N, positive real numbers a, real numbers bi, and M-games
v and w satisfying vðSÞ ¼ awðSÞ þ

P
j AS bj for all coalitions S JN). The fol-

lowing theorem characterizes linear, symmetric, and formulation independent
allocation methods.

Theorem 5.1. Suppose the set of known coalition sizes M contains 1. Suppose
the collection of M-games WM is a convex cone, is symmetric, and contains its
zero normalizations. The allocation method j on WM is linear, symmetric, and
formulation independent if and only if j is a b-weighted Shapley value satisfyingP

m AM bm ¼ n.

Proof: We begin by determining a relationship between the b-weighted Shapley
values of an M-game and its zero-normalization:

cb
i ðwÞ � cb

i ðwÞ

¼ 1

n

X
m AM

bm

0
B@ n � 1

m � 1

� ��1 X
jSj¼m
i AS

ðwðSÞ � wðSÞÞ

� n � 1

m

� ��1 X
jSj¼m
i BS

ðwðSÞ � wðSÞÞ

1
CA

½using formula 3:1�

¼ 1

n

X
m AM

bm

0
B@ n � 1

m � 1

� ��1 X
jSj¼m
i AS

X
j AS

wðf jgÞ
 !

� n � 1

m

� ��1 X
jSj¼m
i BS

X
j AS

wðf jgÞ
 !1CA
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½using the definition of zero-normalization�

¼ 1

n

X
j AN

wðf jgÞ þ 1

n

X
m AM�fng

bm

0
@wðfigÞ þ n � 1

m � 1

� ��1
n � 2

m � 2

� �


X

j AN�fig
wðf jgÞ � n � 1

m

� ��1
n � 2

m � 1

� � X
j AN�fig

wðf jgÞ

1
A

½separating out the m ¼ n term of the outside summation and
reversing the double summations over coalitions and players�

¼ 1

n

X
j AN

wðf jgÞ þ 1

n

X
m AM�fng

bm wðfigÞ � 1

n � 1

X
j AN�fig

wðf jgÞ

0
@

1
A

¼ 1

n
wðfigÞ

X
m AM

bm þ 1

n
1 � 1

n � 1

X
m AM�fng

bm

0
@

1
A X

j AN�fig
wðf jgÞ

¼ wðfigÞ þ 1

n

X
m AM

bm � n

 !
wðfigÞ � 1

n � 1

X
j AN�fig

wðf jgÞ

0
@

1
A:

Thus, cb
i ðwÞ ¼ cb

i ðwÞ þ wðiÞ if and only if

X
m AM

bm � n

 ! 
ðn � 1ÞwðfigÞ �

X
j AN�fig

wðf jgÞ
!

¼ 0:

Suppose j ¼ cb where
P

m AM bm ¼ n. By theorem 3.1, j is linear and sym-
metric. By the result of the previous paragraph, jb

i ðwÞ ¼ jb
i ðwÞ þ wðfigÞ for all

M-games w, and so j is formulation independent.
Conversely, suppose j is an allocation method on WM which is linear, sym-

metric, and formulation independent. By theorem 3.1, j ¼ cb for some b sat-
isfying bn ¼ 1. We need to show that b can be chosen so that

P
m AM bm ¼ n.

We first consider the case when w A WM implies wð1Þ ¼ wð2Þ ¼ 
 
 
 ¼ wðnÞ. In
this case, the expression b1 multiplies in equation 3.1 always equals zero. So,
changing b1 does not change cb. Hence, we can choose b1 ¼ n �

P
m AM�f1g bm.

We now consider the case when there is a w A WM and i; j B N satisfying
wðfigÞ0wðf jgÞ. Without loss of generality, we can assume that i is chosen so
that wðfigÞbwðf jgÞ for all j A N and wðfigÞ > wðf jgÞ for some j A N. Since
j is formulation independent, the result of the proof ’s first paragraph yields
ð
P

m AM bm � nÞa ¼ 0 where a > 0. Hence,
P

m AM bm ¼ n. 9

Formulation independence and margin monotonicity are largely incom-
patible properties as shown by the following theorem.

Theorem 5.2. Suppose the set of known coalition sizes M contains 1. Suppose
the collection of games WM is a convex cone, is symmetric, contains its zero
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normalizations, and has a nonempty interior. The reduced Shapley value is for-
mulation independent on WM if and only if M ¼ N.

Proof: By theorem 3.1, the reduced Shapley value is linear and symmetric. So,
theorem 5.1 implies that the reduced Shapley value is formulation independent
if and only if it equals a b-weighted Shapley value satisfying

P
m AM bm ¼ n.

Since WM has a nonempty interior, theorem 3.2 implies that the reduced Shap-
ley value is a b-weighted Shapley value if and only if bm ¼ 1 for all m A M.
Therefore, the reduced Shapley value is formulation independent if and only if
n ¼

P
m AM 1 ¼ jMj which is true if and only if M ¼ N. 9

The preceeding two theorems suggest that the reduced Shapley value need
not be the best value to use in many circumstances. A possible alternative is the
normalized Shapley value c ¼ cb where bm ¼ 1 for all m A M � f1g and b1 ¼
n �

P
m AM�f1g bm. By theorem 5.1, the normalized Shapley value is formula-

tion independent, and so ciðwÞ ¼ wðfigÞ þ ciðwÞ ¼ wðfigÞ þ ciðwÞ [since b1

does not a¤ect cbðwÞ because wðfigÞ ¼ 0 for all i A N], that is, ciðwÞ allocates
to player i the player’s individual worth and the player’s reduced Shapley value
in the zero-normalized game. Of course, by theorem 4.1, the normalized Shap-
ley value must not be margin monotone. The following example illustrates the
di¤erences between the formulation independent normalized Shapley value and
the margin monotone reduced Shapley value.

Example 5.3. Suppose M ¼ f1; ng. The reduced Shapley value is given by the

formula ciðwÞ ¼
1

n� 1
wðfigÞ þ 1

n
wðNÞ � 1

n� 1

P
j AN wðf jgÞ

� �
. The normal-

ized Shapley value is given by the formula ciðwÞ ¼ wðfigÞ þ 1

n
ðwðNÞ�P

j AN wðf jgÞÞ. An interpretation of the normalized Shapley value formula is
that each player is first allocated his or her individual worth, and then the re-
maining benefits due to cooperation are divided evenly. Let the M-game w be
defined by wðNÞ ¼ 2 and wðfigÞ ¼ 1 for all j A N. Clearly, all pairs of players

are substitutes, and so c1ðwÞ ¼ c1ðwÞ ¼
2

n
. Let the M-game v be defined by

vðNÞ ¼ vðf1gÞ ¼ 1 and vðf jgÞ ¼ 0 for all j A N � f1g. Player 1 is marginally
favored by both w over v and v over w. Since the reduced Shapley value is

margin monotone, it follows that c1ðvÞ ¼ c1ðwÞ ¼
2

n
. Since the normalized

Shapley value is formulation independent, c1ðvÞ ¼ vðfigÞ þ ciðvÞ ¼ 1. One
interpretation of v is that player 1 generates all of the potential benefits of
cooperation, and so player 1 should be allocated the entire amount of benefits.
It is also di‰cult to interpret the two games as being equivalent from player
1’s perspective. These interpretations support the normalized over the reduced
Shapley value.

The results of this section suggest that the reduced Shapley value should
not be used as a value for partially defined games because it is not formula-
tion independent and margin monotonicity is not intuitively appealing when
worths of singleton coalitions are changed. Although the normalized Shapley
value has been suggested as an alternative, there are many other linear, sym-
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metric, and formulation independent allocation methods according to theo-
rem 5.1. Finally, it should be noted that the reduced and normalized Shapley
values are identical whenever 1 BM, M ¼N, or W contains only zero normal-
ized games.

6. Subsidy freedom

Player i is null in the N-game w if wðSÞ ¼ wðS � figÞ for all coalitions S con-
taining i. We are again using the convention that wðfÞ ¼ 0. Player i is null in
the M-game w with respect to W if i is null in every W-extension of w. An al-
location method j is subsidy free if jiðwÞ ¼ 0 whenever w A WM and i is a null
player. The subsidy freedom property has also been called the null player ax-
ioms. An interpretation of subsidy freedom is that zero is the fair share for a
player that contributes zero worth to any coalition joined. In the literature,
subsidy free has also been called the null player axiom. Shapley’s (1953) e‰-
ciency axiom, called the carrier axiom in the subsequent literature, is logically
equivalent to subsidy freedom, given our definition of an allocation. In Exam-
ple 5.3, M ¼ f1; ng and v defined by vðNÞ ¼ vðf1gÞ ¼ 1 and vðf jgÞ ¼ 0 for all
j A N � f1g, players 2; 3; . . . ; n are null with respect to zero-monotonic games,
but c1ðvÞ0 0. Hence, the reduced Shapley value need not be subsidy free.

Notice that subsidy freedom is the first condition we have stated which
crucially depends on the underlying space W of N-games rather than the space
WM of M-games. For example, subsidy freedom will not impose any restric-
tions on our choice of an allocation method if W contains no N-game with a
null player. This occurs when W is the collection of strictly superadditive games
fw : wðS WTÞ > wðSÞ þ wðTÞ for all disjoint coalitions S and Tg. So, subsidy
freedom is useful as a restrictive condition only if W contains games with null
players. Furthermore, W cannot be ‘‘too large’’: if W is the collection of all
N-games and M 0N, then no M-game w A WM has a null player even though
many N-games have null players. So, our first goal is to develop appropriate
conditions on W in order to generalize Shapley’s characterization theorem for
linear, symmetric, and subsidy free allocation methods on N-games to charac-
terization results on M-games.

The unanimity game uR on the unanimity coalition R is defined by uRðSÞ ¼
1 if RJS and uRðSÞ ¼ 0 otherwise. We will write uR;M instead of uR when
we wish to make it clear that a unanimity game is an M-game, and so defined
only on coalitions S satisfying jSj A M. Unanimity games play a crucial role in
Shapley’s (1953) characterization of the Shapley value on cooperative games
because symmetry and subsidy freedom uniquely determine the allocation for
a unanimity game: players not in the unanimity coalition must be null and so
are allocated zero by subsidy freedom, and the players in the unanimity coal-
tion are substitutes and so are allocated equal amounts by symmetry. Since the
unanimity games form a basis for the space of all games, linearity can then be
used to extend the definition of the allocation method to all games. Unfortu-
nately, the allocation for a partially defined unanimity game may not be deter-
mined uniquely by symmetry and subsidy freedom because players outside of
the unanimity coalition need not be null. Proposition 6.1 shows that the crucial
issue, under a broad set of circumstances, is whether the unanimity M-game has
a unique W-extension.

Recall that the N-game w is zero-monotonic if wðSÞ þ wðfigÞawðS W figÞ
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for all coalitions S and players i B S. In a possible allocation problem, adding
a player to an already formed coalition should not be detrimental because one
way for the expanded coalition to ‘‘cooperate’’ is for the original coalition and
new player to continue to act separately. Note that w is zero-monotonic if and
only if its zero normalization w is monotone, that is, wðSÞa wðTÞ for all co-
alitions S and T satisfying S JT .

Proposition 6.1. If the unanimity M-game uR;M has the unique W-extension

uR;N, then each player i A N � R is null in uR;M. Conversely, if each player i A
N � R is null in the unanimity M-game uR;M, M contains 1, and W contains only

zero-monotonic games, then uR;M has the unique W-extension uR;N .

Proof: Clearly, each player i A N � R is null in uR;N . Since uR;N is the unique
W-extension of uR;M , each player i A N � R is null in uR;M .

Conversely, suppose each player i A N � R is null in uR;M , M contains 1,
and W contains only zero-monotonic games. Suppose ûu is an W-extension of
uR;M . We will show that ûu ¼ uR;N . Suppose S is a coalition, and consider the
following three cases. First, suppose RHS. Let fi1; i2; . . . ; ikg ¼ N � S. Since
ðN � SÞXR ¼ f, the players in N � S are null. Hence, ûuðSÞ ¼ ûuðS W fi1gÞ ¼
ûuðS W fi1; i2gÞ ¼ 
 
 
 ¼ ûuðNÞ ¼ uR;MðNÞ ¼ 1. Second, suppose jSj > jRj and
RPS. Then k ¼ jSj � jRj > 0, and there exist i1; i2; . . . ; ik; ikþ1 A S � R. Since
i1; i2; . . . ; ik are null, it follows that ûuðSÞ ¼ ûuðS�fi1gÞ¼ ûuðS�fi1; i2gÞ¼ 
 
 
 ¼
ûuðS�fi1; i2; . . . ; ikgÞ¼ uR;MðS�fi1; i2; . . . ; ikgÞ¼ 0 [since jS�fi1; i2; . . . ; ikgj
¼ jRj A M, and ikþ1 A S � R implies that S � fi1; i2; . . . ; ikg0R]. Third, sup-
pose jSj < jRj. Then there exist a player i A S and a coalition T 0R satisfying
jT j ¼ jRj and S HT . Since W contains only zero-monotonic games, ûu must be
zero-monotonic. Hence, 0¼ uR;MðfigÞ¼ ûuðfigÞaûuðSÞaûuðTÞ ¼ uR;MðTÞ ¼ 0,

and so ûuðSÞ ¼ 0. Thus, uR;M has the unique W-extension uR;N . 9

The theorem suggests the following condition would be useful for charac-
terizing allocation methods satisfying subsidy freedom. The collection of M-
games WM is unanimity proper if uR;M A WM and has the unique W-extension
uR;N for each coalition R satisfying jRj A M � fng.

Theorem 6.2. Suppose the collection of M-games WM is a convex cone, sym-
metric, and unanimity proper. If a linear, symmetric, and subsidy free allocation
method exists on WM, then it is the b-weighted Shapley value satisfying br ¼

n

r

� �
�
P

m AM
m>r

m � 1

r � 1

� �
bm for all r A M.

Proof: By theorem 3.1, j is a b-weighted Shapley value (satisfying bn ¼ 1).
Note that the formula in the statement of the theorem also yields bn ¼ 1. Sup-
pose now that r A M � fng, and R is a coalition satisfying jRj ¼ r. By Propo-
sition 6.1, each player i A N � R is null in the unanimity game uR;M . Since j
is subsidy free, jiðuR;MÞ ¼ 0 for all i A N � R. Using formula 3.1, we obtain
0 ¼ cb

i ðuR;MÞ

¼ 1

n

X
m AM

bm

n � 1

m � 1

� ��1

jfS : jSj ¼ m; i A S;RJSgj
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� 1

n

X
m AM

bm

n � 1

m

� ��1

jfS : jSj ¼ m; i B S;RJSgj

¼ � 1

n
br

n � 1

r

� ��1

þ 1

n

X
m AM
r<m<n

bm

 
n � 1

m � 1

� ��1
n � r � 1

m � r � 1

� �

� n � 1

m

� ��1
n � r � 1

m � r

� �!
þ 1

n
bn:

Rearranging and simplifying this equality, we obtain

br ¼
X

m AM
r<m<n

bm

n � 1

r

� � 
n � 1

m � 1

� ��1
n � r � 1

m � r � 1

� �

� n � 1

m

� ��1
n � r � 1

m � r

� �!
þ n � 1

r

� �
bn

¼ n

r

� �
� n � 1

r � 1

� �� �
bn �

X
m AM
r<m<n

m � 1

r � 1

� �
bm

¼ n

r

� �
�
X

m AM
m>r

m � 1

r � 1

� �
bm: 9

We can now reprove Shapley’s (1953) theorem as a corollary.

Corollary 6.3. Suppose the collection of N-games W is a convex cone, symmetric,
and contains the unanimity games. The unique linear, symmetric, and subsidy free
allocation method on W ¼ WN is the Shapley value.

Proof: Clearly, W is unanimity proper. By theorem 6.2, if the allocation
method j is linear, symmetric, and subsidy free on WM , then j is the b-

weighted Shapley value satisfying br ¼
n

r

� �
�
Pn

m¼rþ1

m� 1

r� 1

� �
bm for all

r A N. We now prove, by induction, that br ¼ 1 for all r A N. Clearly, bn ¼ 1.

If brþ1 ¼ brþ2 ¼ 
 
 
 ¼ bn ¼ 1, then br ¼
n

r

� �
�
Pn

m¼rþ1

m � 1

r � 1

� �
¼ n

r

� �
�Pn

m¼rþ1

m

r

� �
� m � 1

r

� �� �
[by Pascal’s Triangle equality] ¼ r

r

� �
[since

the sum is telescoping] ¼ 1. Thus, br ¼ 1 for all r A N. Finally, it is clear from
formula 2.2 that when M ¼ N, the Shapley value is subsidy free. 9

The allocation method described by theorem 6.2 is the normalized Shapley
value if and only if M ¼ fk; k þ 1; . . . ; ng or M ¼ f1; k; k þ 1; . . . ; ng for some
integer k satisfying 2a k a n. The allocation method described by theorem

Allocation methods for partially defined games 19



6.2 is the reduced Shapley value if and only if M ¼ N � f1g or M ¼ N. The
proofs of these two remarks is similar to the induction part of the proof of
Corollary 6.3.

While the allocation method described by theorem 6.2 is linear and sym-
metric, it is important to emphasize that theorem 6.2 does not state whether
the allocation method it describes is actually subsidy free. Depending on the
circumstances, either the allocation method described by theorem 6.2 will be
the unique linear, symmetric and subsidy free allocation method, or there will
exist no linear, symmetric, and subsidy free allocation method. Of course, if WM

is not unanimity proper, then there can be linear, symmetric, and subsidy free
allocation methods not described by theorem 6.2. Describing some of the pos-
sibilities is the primary goal of this section.

Before we procede to the main characterization results of this section, we
state and prove two useful lemmas. Given the importance of the unanimity
proper condition, the first lemma states some su‰cient conditions for unanim-
ity M-games to have unique W-extensions. The second lemma shows that sub-
sidy freedom is usually a stronger condition than formulation independence.

Lemma 6.4. Suppose the set of known coalition sizes M contains 1, the co-
alition R satisfies jRj A M � fng, and the collection of N-games W contains the

unanimity game uR;N. The unanimity M-game uR;M has the unique W-extension
uR;N if any of the following conditions hold: (1) jRj ¼ 1 and W contains only
zero-monotonic games; (2) n � 1 A M and W contains only zero-monotonic
games; and (3) W contains only convex games.

Proof: By supposition, uR;N is an W-extension of the unanimity M-game uR;M .
Suppose ûu is an W-extension of uR;M . For each condition, we will show that
ûu ¼ uR;N .

Suppose condition (1) holds. Then the zero normalization v ¼ uR;M sat-
isfies vðSÞ ¼ 0 for all coalitions S satisfying jSj A M. If v̂v is a zero-monotonic
extension of v and S is a coalition containing a player i, then 0 ¼ vðfigÞ ¼
v̂vðfigÞa v̂vðSÞa v̂vðNÞ ¼ vðNÞ ¼ 0 which implies v̂vðSÞ ¼ 0. Now v̂v must be the

zero normalization of ûu which implies that ûu ¼ uR;N .
Suppose condition (2) holds. If RJS, then by zero-monotonicity 1 ¼

uR;MðRÞ ¼ ûuðRÞa ûuðSÞa ûuðNÞ ¼ uR;MðNÞ ¼ 1 which implies that ûuðSÞ ¼ 1.
Given condition (1), we may assume jRj > 1. If RPS, then there exist players
i A S and j A R � S. By zero-monotonicity and jN � f jgj A M, it follows that
0 ¼ uR;MðfigÞ ¼ ûuðfigÞa ûuðSÞa ûuðN �f jgÞ ¼ uR;MðN � f jgÞ ¼ 0 which im-

plies that ûuðSÞ ¼ 0. Hence, ûu ¼ uR;N .
Suppose condition (3) holds. Given condition (1), we may assume jRj > 1.

Suppose S is a coalition, and consider the following three cases. First, suppose
jSj < r. Then there exist a player i A S and a coalition T 0R satisfying S HT
and jT j ¼ r. Hence, 0 ¼ uR;MðfigÞ ¼ ûuðfigÞa ûuðSÞa ûuðTÞ ¼ uR;MðTÞ ¼ 0,
and so ûuðSÞ ¼ 0. Second, suppose RJS. Hence, 1 ¼ uR;MðRÞ ¼ ûuðRÞa
ûuðSÞa ûuðNÞ ¼ uR;MðNÞ ¼ 1, and so ûuðSÞ ¼ 1. Third, suppose jSj > r and
RPS. Choose i A S. Let T ¼ ðN � SÞWR. Since jS XT j < r, the first case
implies ûuðS XTÞ ¼ 0. Since RHT , the second case implies ûuðTÞ ¼ 1. Hence,
0 ¼ uR;MðfigÞ ¼ ûuðfigÞa ûuðSÞa ûuðSWTÞþ ûuðSXTÞ� ûuðTÞ ¼ ûuðNÞþ0� 1 ¼
uR;MðNÞ � 1 ¼ 0, and so ûuðSÞ ¼ 0. Taking the three cases together, we obtain
that ûu ¼ uR;N . 9
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Lemma 6.5. Suppose M is a set of known sizes containing 1. Suppose the col-
lection of games W is a convex cone, contains its zero normalizations, contains
the singleton unanimity games, and contains only zero-monotonic games. If the
allocation method j is linear and subsidy free, then j is formulation independent.

Proof: Suppose w A WM . Then w ¼ w þ
P

j AN wðf jgÞuf jg;M . Since W con-

tains its zero normalizations and the singleton unanimity games, w A WM

and uf jg;M A WM for all j A N. Since j is linear, jðwÞ ¼ jðwÞ þ
P

j AN wðf jgÞ 

jðuf jg;MÞ. Since W contains only zero-monotonic games, condition (1) of
Lemma 6.4 implies that uf jg;N is the unique W-extension of uf jg;M . Clearly,
each k A N � f jg is null in uf jg;N and so in uf jg;M . Since j is subsidy free,

jkðuf jg;MÞ ¼ 0 for all k AN �f jg. Since j is an allocation method, jjðuf jg;MÞ ¼
uf jg;MðNÞ �

P
k AN�f jg jkðuf jg;MÞ ¼ 1. Hence, jiðwÞ ¼ jiðwÞ þ

P
j AN wðf jgÞ 


jiðuf jg;MÞ ¼ jiðwÞ þ wðfigÞ. Thus, j is formulation independent. 9

We now turn to characterization theorems for linear, symmetric, and sub-
sidy free allocation methods on four special classes of cooperative games. We
start with the largest class of games, zero monotonic, and work our way to the
smallest class of games, convex. The next theorem provides a complete char-
acterization for zero monotonic games. Notice that when W is the class of zero
monotonic games, WM is unanimity proper if and only if n � 1 A M. The state-
ment and proof of the theorem do not notice whether WM is unanimity proper.

Theorem 6.6. Suppose the set of known coalition sizes M contains 1, and W is
the collection of zero-monotonic games. If M ¼ f1; k; k þ 1; . . . ; l; ng where 1a
k a l a n, then the unique linear, symmetric and subsidy free allocation method
on WM is the normalized Shapley value. Otherwise, there is no linear, symmetric,
and subsidy free allocation method on WM .

Proof: Suppose j is a linear, symmetric, and subsidy free allocation method
on WM . We first show that if j exists, then j must be the normalized Shapley
value. By Lemma 6.5 and Theorem 5.1, j is a b-weighted Shapley value where
b satisfies

P
m AM bm ¼ n. Now for m A M � f1; ng, define the M-game vm by

vmðSÞ ¼ 1 if jSj > m, vmðSÞ ¼ 1 if jSj ¼ m and 1 B S, and vmðSÞ ¼ 0 other-
wise. Suppose v̂v is a zero-monotonic extension of vm. Given any coalition S,
there is a player i A S, and so figJS JN. Since v̂v is zero-monotonic, 0 ¼
vmðfigÞa v̂vðSÞa vmðNÞ ¼ 1. If jSj < m, then by adding some players, includ-
ing player 1, to S, we can construct a coalition T satisfying S W f1gJT and
jT j ¼ m. So, 0a v̂vðSÞa vmðTÞ ¼ 0 which implies v̂vðSÞ ¼ 0. If jSj > m, then by
removing some players, including player 1, from S, we can construct a coali-
tion R satisfying RJS � f1g and jRj ¼ m. So, 1b v̂vðSÞb vmðRÞ ¼ 1 which
implies v̂vðSÞ ¼ 1. Thus, v̂v is uniquely determined to be v̂vðSÞ ¼ 1 if jSj > m,
v̂vðSÞ ¼ 1 if jSj ¼ m and 1 B S, and v̂vðSÞ ¼ 0 otherwise. Clearly, v̂v is zero-
monotonic, and so vm A WM . Player 1 is null in v̂v and so is null in vm. Since

j¼ cb is subsidy free, 0 ¼ cb
1 ðvmÞ ¼ 1

n
ð1� bmÞ [by formula 3.1]. Hence, bm ¼ 1

for all m A M � f1; ng. Since we already have that bn ¼ 1 and
P

m AM bm ¼ n,
it follows that j is the normalized Shapley value.

Suppose now that M ¼ f1; k; k þ 1; . . . ; l; ng where 1a k a l a n. By
theorem 3.1, the normalized Shapley value is linear and symmetric. We now
show that the normalized Shapley value c is subsidy free. Suppose player i is
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null in w A WM . We must show that ciðwÞ ¼ 0. Note that for zero-monotonic
M-games, player i is null in w implies player i is null in the zero normalization

w. Since c is formulation independent, ciðwÞ ¼ 0 if ciðwÞ ¼ 0. Hence, we may
assume that w is zero-normalized. Consider the N-game ŵw defined by ŵwðSÞ ¼
wðNÞ if nb jSj > l, ŵwðSÞ ¼ wðSÞ if l b jSjb k, and ŵwðSÞ ¼ 0 if k > jSjb 1.
Since w A WM , it follows that ŵw is a zero-monotonic extension of w. Since
player i is null in w, player i is null in ŵw. We now consider the marginal con-
tributions wðSÞ � wðRÞ where i A S, jSj A M, RJS � fig, and jRj ¼ rðjSjÞ. If
jSj ¼ 1, then wðSÞ ¼ wðfigÞ ¼ 0 [since w is zero-normalized] ¼ wðfÞ ¼ wðRÞ.
If jSj ¼ k > 1, then wðSÞ ¼ ŵwðSÞ ¼ ŵwðS �figÞ [since i is null in ŵw] ¼ 0 ¼ wðRÞ.
If jSj A fk þ 1; k þ 2; . . . ; lg, then wðSÞ ¼ ŵwðSÞ ¼ ŵwðS � figÞ [since i is null in
ŵw] ¼ wðS �figÞ ¼ wðRÞ. If jSj ¼ n > l, then wðSÞ ¼ ŵwðNÞ ¼ ŵwðN �figÞ [since
i is null in ŵw] ¼ wðNÞ. Thus, the marginal contributions all equal zero. Since
cðwÞ ¼ cðwÞ when w is zero-normalized, formula 2.2 implies that ciðwÞ ¼ 0.
Therefore, the normalized Shapley value c is subsidy free.

Suppose now that M 0 f1; k; k þ 1; . . . ; l; ng for all integers k and l satisfy-
ing 1a k a l a n. Then there exist k; l A M satisfying 1 < k < l � 1 < n � 1
and k < m < l implies m B M. Define the M-game w by

wðSÞ ¼

2; if jSj > l and jSj A M

2; if jSj ¼ l and 1 B S

2; if jSj ¼ l; 1 A S; and n A S

1; if jSj ¼ l; 1 A S; and n B S

2; if jSj ¼ k; 1 B S; and n A S

1; if jSj ¼ k; 1 B S; and n B S

0; if jSj ¼ k and 1 A S

0; if jSj < k and jSj A M

8>>>>>>>>>>>><
>>>>>>>>>>>>:

Suppose ŵw is a zero-monotonic extension of w. If l < jSj < n, then players
can be removed from S to construct a coalition RJS � f1g satisfying jRj ¼ l.
Since ŵw is a zero monotonic extension of w, it follows that 2 ¼ ŵwðRÞa ŵwðSÞa
ŵwðNÞ ¼ 2. If k < jSj < l and n A S, then players can be removed from S to
construct a coalition RJS � f1g satisfying jRj ¼ k and n A R, and players can
be added to S to construct a coalition T satisfying jT j ¼ l and S W f1; ngJT .
Since ŵw is zero-monotone and an extension of w, it follows that 2 ¼ ŵwðRÞa
ŵwðSÞa ŵwðTÞ ¼ 2. If k < jSj < l and n B S, then players can be removed from
S to construct a coalition RJS � f1; ng satisfying jRj ¼ k, and players can
be added to S to construct a coalition T KS W f1g satisfying jT j ¼ l and n B T .
Since ŵw is a zero monotonic extension of w, it follows that 1 ¼ ŵwðRÞa ŵwðSÞa
ŵwðTÞ ¼ 1. If jSj < k, choose a player i A S and a coalition T satisfying S W
f1gJT and jT j ¼ k. Since ŵw is a zero monotonic extension of w, it follows
that 0 ¼ ŵwðfigÞa ŵwðSÞa ŵwðTÞ ¼ 0. Thus, ŵw is uniquely defined by

ŵwðSÞ ¼

2; if jSj > l

2; if k < jSj < l and n A S

1; if k < jSj < l and n B S

0; if jSj < k

wðSÞ; if jSj A M

8>>>>><
>>>>>:
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Clearly, ŵw is zero-monotone, so w A WM . Clearly, player 1 is null in ŵw and
so in w. Since j is subsidy free, 0 ¼ j1ðwÞ ¼ c1ðwÞ [by first paragraph of proof ]

¼ c1ðwÞ [since wðfigÞ ¼ 0 for all i A N] ¼ 2

n
þ 1

n

n � 1

l � 1

� ��1�
2

n � 2

l � 2

� �
þ

n � 2

l � 1

� ��
� 1

n

n � 1

l

� ��1

2
n � 1

l

� �
� 1

n

n � 1

k

� ��1

2
n � 2

k � 1

� ��
þ n � 2

k

� ��

[using formula 2.1] ¼ l � 1 � k

nðn � 1Þ [by straight-forward but tedious algebra]0 0.

This contradiction (00 0) implies that there is no linear, symmetric, and sub-
sidy free allocation method on WM . 9

We now consider a class of games in which the size of the coalition is
at least as important as the composition of the coalition in determining its
worth. The N-game w is size monotonic if its zero normalization w satisfies
wðRÞa wðSÞ for all coalitions R and S satisfying jRj < jSj. Note that uR;N is
size monotonic only if jRj A fn � 1; ng, and so the class of size monotonic M-
games is not unanimity proper unless M ¼ fn � 1; ng. Yet, we obtain the best
possible result: existence of a unique linear, symmetric, and subsidy free allo-
cation method for all possible M containing 1.

Theorem 6.7. Suppose the set of known coalition sizes M contains 1, and W is
the collection of size monotonic games. The unique linear, symmetric and sub-
sidy free allocation method on WM is the reduced Shapley value.

Proof: Suppose j is a linear, symmetric, and subsidy free on WM . By Theorem
3.1, j is a b-weighted Shapley value. Now for m A M �fng, define the M-game
vm by vmðSÞ ¼ 1 if jSj > m, vmðSÞ ¼ 1 if jSj ¼ m and 1 B S, and vmðSÞ ¼ 0
otherwise. It is easily seen that vm has a unique size monotonic extension,
and player 1 is null in the extension and vm. Since j ¼ cb is subsidy free, 0 ¼

cb
1 ðvmÞ ¼ 1

n
ð1 � bmÞ [by formula 3.1]. Hence, bm ¼ 1 for all m A M � fng.

Since we already have that bn ¼ 1, it follows that j is the reduced Shapley
value.

By Theorem 3.1, the reduced Shapley value c is linear and symmetric. We
now show that c is subsidy free. Suppose player i is null in w A WM . Let cm ¼
maxfwðRÞ : jRj ¼ mg for all m A M. Recall rðsÞ ¼ maxf0;m A M : m < sg.
Consider the N-game ŵw defined by ŵwðSÞ ¼ wðSÞ if jSj A M, and ŵwðSÞ ¼ crðjSjÞ
if jSj B M. Clearly, ŵw is a size monotonic extension of w. Since player i is null
in w, player i must be null in ŵw. Suppose R and S are coalitions satisfying
i A S, jSj A M, RJS � fig, and jRj ¼ rðjSjÞ. If jRj ¼ jSj � 1, then wðSÞ ¼
ŵwðSÞ ¼ ŵwðS � figÞ ¼ ŵwðRÞ ¼ wðRÞ. If jRj < jSj � 1, then wðSÞ ¼ ŵwðSÞ ¼
ŵwðS � figÞ ¼ crðjSjÞ ¼ ŵwðRW figÞ ¼ ŵwðRÞ ¼ wðRÞ. In either case, the marginal

wðSÞ � wðRÞ ¼ 0. Now by formula 2.2, it follows that ciðwÞ ¼ 0. Thus, c is
subsidy free. 9

For an unspecified cost allocation problem, the most reasonable class of
games to consider are the superadditive ones. Recall that w is superadditive if
wðRÞ þ wðSÞawðRWSÞ for all disjoint coalitions R and S. One way for dis-
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joint coalitions to ‘‘cooperate’’ would be for each to work independently, and
so the savings obtained by the union of the two disjoint coalitions should be
at least the sum of the savings each coalition obtains separately. The next the-
orem characterizes the linear, symmetric, and subsidy free allocation methods
for unanimity proper classes of superadditive games.

Theorem 6.8. Suppose the set of known coalition sizes M contains 1 and
n � 1, and W is the collection of superadditive games. If M ¼ f1; l; l þ 1; . . . ; ng
where 2a l a n � 1, then the unique linear, symmetric and subsidy free alloca-
tion method on WM is the normalized Shapley value. Otherwise, there is no lin-
ear, symmetric, and subsidy free allocation method on WM .

Proof: Suppose M contains 1 and n � 1. Let k and l satisfy 1a k, k þ 2a
l a n � 1, k A M, k < m < l implies m B M, and l ama n implies m A M.
Suppose j is a linear, symmetric, and subsidy free allocation method on WM .
By condition (2) of Lemma 6.4 and Theorem 6.2, j is a b-weighted Shap-

ley value where b satisfies br ¼
n

r

� �
�
P

m AM
m>r

m � 1

r � 1

� �
bm for all r A M. By

the same argument as used in the proof of corollary 6.3, it follows that bn ¼

bn�1 ¼ 
 
 
 ¼ bl ¼ 1 and bk ¼ l � 1

k

� �
. If k ¼ 1, then j is the normalized

Shapley value, and we must show that j ¼ c is subsidy free. If k > 1, then we

must show that j is not subsidy free, which we will do in two cases: k b
n

2
and

n

2
> k > 1.

Suppose k ¼ 1. We will show that j ¼ c is subsidy free. Suppose player i is
null in w A WM . We must show that ciðwÞ ¼ 0. Note that for superadditive M-
games, player i is null in w implies player i is null in the zero normalization w.

Since c is formulation independent, ciðwÞ ¼ 0 if ciðwÞ ¼ 0. Hence, we may
assume that w is zero normalized. Consider the N-game ŵw defined by ŵwðSÞ ¼
wðSÞ if jSjb l, and ŵwðSÞ ¼ 0 if jSj < l. Clearly, ŵw is a superadditive extension
of w, and so player i is null in ŵw. Hence, wðSÞ ¼ wðS � figÞ for all S satisfying
jSj > l, and wðSÞ ¼ ŵwðS � figÞ ¼ 0 if jSj ¼ l and i A S. Now using formula
3.1 with the bm as defined above, we obtain ciðwÞ ¼ 0. Thus, c is subsidy free.

Suppose k b
n

2
. We now show that j is not subsidy free. Define the M-

game v by vðSÞ ¼ 1 if jSj ¼ l; l þ 1; . . . ; n, vðSÞ ¼ 1 if jSj ¼ k and n B S, and
vðSÞ ¼ 0 otherwise. Suppose v̂v is a superadditive extension of v. If jSj < k,
then there is a coalition T satisfying S W fngJT and jT j ¼ k. Because v̂v is

superadditive and zero normalized, it follows that 0 ¼
P

i AS v̂vðfigÞa v̂vðSÞ ¼
v̂vðSÞ þ

P
i AT�S v̂vðfigÞa v̂vðTÞ ¼ 0, and so v̂vðSÞ ¼ 0. If jSj > k, then there is a

coalition R satisfying RHS � fng and jRj ¼ k. Because v̂v is superadditive

and zero normalized, it follows that 1 ¼ v̂vðRÞþ
P

i AS�R v̂vðfigÞa v̂vðSÞ ¼ v̂vðSÞþP
i AN�S v̂vðfigÞa v̂vðNÞ ¼ 1, and so v̂vðSÞ ¼ 1. It is easy to see that v̂v is super-

additive, and so v has a unique superadditive extension. Player n is null in v̂v,
and so player n is null in v. Nonetheless, using formula 3.1 with the bm as de-

fined above, we obtain jnðvÞ ¼
1

n
1� l � 1

k

� �� �
00 [since l � 1 > k]. Hence,

j is not subsidy free.
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Suppose
n

2
> k > 1. We will show that j ¼ c is not subsidy free. Define the

M-game v by vðSÞ ¼ 1 if jS X f1; 2; . . . ; 2k � 1gjb k, and vðSÞ ¼ 0 otherwise.
Suppose v̂v is a superadditive extension of v. If jS X f1; 2; . . . ; 2k � 1gjb k,
then there is a coalition R satisfying RHS X f1; 2; . . . ; 2k � 1g and jRj ¼ k.
Because v̂v is superadditive and zero normalized, it follows that 1 ¼ v̂vðRÞþP

i AS�R v̂vðfigÞa v̂vðSÞ ¼ v̂vðSÞ þ
P

i AN�S v̂vðfigÞa v̂vðNÞ ¼ 1, and so v̂vðSÞ ¼ 1.

If jS X f1; 2; . . . ; 2k � 1gj < k, then jðN � SÞX f1; 2; . . . ; 2k � 1gjb k which
implies v̂vðN � SÞ ¼ 1 by previous work. Because v̂v is superadditive and zero
normalized, it follows that 0 ¼ v̂vðNÞ � v̂vðN � SÞb v̂vðSÞb

P
i AS v̂vðfigÞ ¼ 0,

and so v̂vðSÞ ¼ 0. It is easy to see that v̂v is superadditive, and so v has a
unique superadditive extension. Player n is null in v̂v, and so player n is null
in v. Nonetheless, using formula 3.1 with the bm as defined above, we ob-

tain jnðvÞ ¼
1

n

n� 1

l � 1

� ��1

q � l � 1

k

� �
n� 1

k

� ��1 2k � 1

k

� � !
where q is the

number of coalitions of size l containing player n and at least k players

from f1; 2; . . . ; 2k � 1g. After some algebra, we obtain jnðvÞ ¼
1

n

n � 1

l � 1

� ��1




q � 2k � 1

k

� �
n � 1 � k

l � 1 � k

� �� �
. Now

2k � 1

k

� �
n � 1 � k

l � 1 � k

� �
is the number

of ways of first coloring k players from f1; 2; . . . ; 2k � 1g blue and then col-
oring player n and l � k � 1 of the other n � k players red. Each such color-
ing (by combining the blue and red colored players) results in a coalition
of size l containing player n and at least k players from f1; 2; . . . ; 2k � 1g.
Because there are more distinct colorings than there are resulting coalitions,

2k�1

k

� �
n�1�k

l�1�k

� �
>q, and so jnðvÞ<0. Hence, j is not subsidy free. 9

The only general result for superadditive games when 1 A M but n � 1 B M
known to the author is that if a linear, symmetric, and subsidy free allocation
method exists, then it is unique. The proof uses the same games and arguments
as in the last two cases of the proof of Theorem 6.8. Sometimes the defined al-
location method is subsidy free, and other times it is not. Although a general
result is not yet available, it is useful to consider one example.

Example 6.9. Let the set of known coalition sizes M ¼ f1; 2; 5g, and W be the
collection of superadditive games. Then the unique linear, symmetric and sub-
sidy free allocation method on WM is the b-weighted Shapley value satisfying
b5 ¼ 1 and b1 ¼ b2 ¼ 2. The somewhat tedious proof is left to the reader. No-
tice that this allocation method is neither the reduced or normalized Shapley
value.

For our last characterization, we consider the class of convex games. The
N-game w is convex if wðRÞ þ wðSÞawðRWSÞ þ wðRXSÞ for all coalitions
R and S. It can be shown that w is convex if and only if wðRÞ � wðR � figÞa
wðSÞ � wðS � figÞ for all coalitions RJS. Hence, convex games are useful
for modeling situations in which there are increasing returns to scale. Unfor-
tunately, linear, symmetric, and subsidy free allocation methods do not exist
for useful cases.

Allocation methods for partially defined games 25



Theorem 6.10. Suppose the set of known coalition sizes M contains 1, and W
is the collection of convex games. If M ¼ f1; ng or M ¼ N, then the unique
linear, symmetric, and subsidy free allocation method on WM is the normalized
Shapley value. Otherwise, there is no linear, symmetric, and subsidy free allo-
cation method on WM .

Proof: The conclusion for when M ¼ N follows from Corollary 6.3. Sup-
pose M ¼ f1; ng and j is a linear, symmetric, and subsidy free allocation
method on WM . By condition (3) of Lemma 6.4 and Theorem 6.2, j is the

normalized Shapley value: jiðwÞ ¼wðfigÞ þ 1

n
ðwðNÞ�

P
j AN wðf jgÞÞ. By The-

orem 3.1, the normalized Shapley value is linear and symmetric. We now show
that it is subsidy free. Suppose player i is null in w. Define ŵw by ŵwðSÞ ¼P

j AS wðf jgÞ for all S 0N. Clearly, ŵw is a convex extension of w, and so player
i is null in ŵw. Hence, wðfigÞ ¼ ŵwðfigÞ ¼ 0 and wðNÞ ¼ ŵwðNÞ ¼ ŵwðN � figÞ ¼P

j AN�fig ŵwðf jgÞ ¼
P

j AN ŵwðf jgÞ ¼
P

j AN wðf jgÞ. Substitution of these results

back into the formula for j yields jiðwÞ ¼ 0.
For the remainder of the proof, suppose M 0 f1; ng and M 0N. We will

show that there is no linear, symmetric, and subsidy free allocation method on
WM . On the contrary, suppose j is a linear, symmetric, and subsidy free allo-
cation method on WM . We will derive a contradiction by defining an M-game
w in which player n is null but jnðwÞ0 0.

By condition (3) of Lemma 6.4 and Theorem 6.2, j is the b-weighted

Shapley value satisfying br ¼
n

r

� �
�
P

m AM
m>r

m � 1

r � 1

� �
bm for all r A M. In

particular, if k b 1 and k þ 1; k þ 2; . . . ; n A M, then by the same argument
used in the proof of Corollary 6.3, it follows that 1 ¼ bn ¼ bn�1 ¼ 
 
 
 ¼ bkþ1.
So, jðwÞ ¼ cðwÞ if wðSÞ ¼ 0 for all S satisfying jSj A M and jSja k. Alter-
natively, if k A M and k þ 1; k þ 2; . . . ; n � 1 B M, then bn ¼ 1 and bk ¼

n

k

� �
� n � 1

k � 1

� �
¼ n � 1

k

� �
.

Consider the special case n � 1 A M. Since M 0N, there exists an integer
k satisfying 1 < k < n � 1, k B M, and k < ma n implies m A M. Define the
M-game w by wðSÞ ¼ 1 if f1; 2; . . . ; kgHS, and wðSÞ ¼ 0 otherwise. Suppose
ŵw is a convex extension of w, and S is any coalition. We will show what ŵwðSÞ
must be. Choose i A S. Then 0 ¼ wðfigÞ ¼ ŵwðfigÞa ŵwðSÞa ŵwðNÞ ¼ wðNÞ ¼ 1
which implies 0a ŵwðSÞa 1. If jSj < k, then by adding players to S, we can
construct a coalition T satisfying S HT , jT j ¼ k þ 1, and f1; 2; . . . ; kgPT ;

hence, ŵwðSÞa ŵwðTÞ ¼ wðTÞ ¼ 0, and so ŵwðSÞ ¼ 0. Now ŵwðf1; 2; . . . ; kgÞb
ŵwðf1; 2; . . . ; k; k þ 1gÞ þ ŵwðf1; 2; . . . ; k; k þ 2gÞ � ŵwðf1; 2; . . . ; k þ 2gÞ ¼
wðf1; 2; . . . ; k; k þ 1gÞþwðf1; 2; . . . ; k; k þ 2gÞ�wðf1; 2; . . . ; k þ 2gÞ ¼ 1þ 1�
1 ¼ 1, and so ŵwðf1; 2; . . . ; kgÞ ¼ 1. Finally, if jSj ¼ k and S 0 f1; 2; . . . ; kg,
then ŵwðSÞa ŵwðNÞ þ ŵwðS X f1; 2; . . . ; kgÞ � ŵwððN � SÞW f1; 2; . . . ; kgÞ ¼ 1þ
0 � 1 ¼ 0, and so ŵwðSÞ ¼ 0. Therefore, ŵw must be the unanimity game on
f1; 2; . . . ; kg. Clearly, player n is null in ŵw and so in w. Since j is subsidy
free, jnðwÞ ¼ 0. By a result in the previous paragraph, 0 ¼ jnðwÞ ¼ cnðwÞ ¼
cnðuR;M � vÞ [where R ¼ f1; 2; . . . ; kg and v is defined by vðRÞ ¼ 1 and

vðSÞ ¼ 0 otherwise] ¼ cnðuR;N � vÞ [since ðuR;N � vÞðSÞ ¼ 0 if jSj B M] ¼
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cnðuR;NÞ � cnðvÞ [since c is linear] ¼ 0 � 1

n

n � 1

k

� ��1

[since n is null in uR;N

and using formula 2.1] 0 0. This contradiction implies that there is no linear,
symmetric, and subsidy free allocation method.

Consider the remaining special case n � 1 B M. Since M 0 f1; ng, there
exists an integer k A M such that 2akan� 2 and k < m < n implies m B M.
Define the M-game w by

wðSÞ ¼

n � k; if S ¼ N

1; if jSj ¼ k and n B S

0; if jSj ¼ k and n A S

0; if jSj < k and jSj A M

8>><
>>:

Suppose ŵw is a convex extension of w, and S is any coalition. We will
show what ŵwðSÞ must be by considering two cases. First, suppose jSj < k.
Choose a player i A S and a coalition T satisfying S W fngHT and jT j ¼ k.
Hence, 0 ¼ wðfigÞ ¼ ŵwðfigÞa ŵwðSÞa ŵwðTÞ ¼ wðTÞ ¼ 0, and so ŵwðSÞ ¼ 0.
Second, suppose jSj > k. Choose a player i0 n and coalition R satisfying
i A RJS � fng and jRj ¼ k. So, ŵwðRÞ ¼ wðRÞ ¼ 1, and ŵwððS � figÞXRÞ ¼
ŵwðR�figÞ¼ 0 since jR�figj< k. Since ŵw is convex, ŵwðSÞ ¼ ŵwððS�figÞWRÞb
ŵwðS � figÞ þ ŵwðRÞ � ŵwððS � figÞXRÞ ¼ ŵwðS � figÞ þ 1. Repeating this argu-
ment l ¼ jSj � k times, we obtain ŵwðSÞb ŵwðRÞ þ l where jRj ¼ k and n A R

if and only if n A S. Hence, ŵwðSÞb 1 þ l ¼ jSj � k þ 1 if n B S, and ŵwðSÞb
0 þ l ¼ jSj � k if n A S. Applying this argument to S ¼ N, we obtain that
ŵwðNÞb jNj � k. Since ŵwðNÞ ¼ wðNÞ ¼ n � k, it follows that all the nonstrict
inequalities must be equalities. Thus, ŵwðSÞ ¼ jSj � k þ 1 if n B S, and ŵwðSÞ ¼
jSj � k if n A S. Combining the results of the two cases, we obtain

ŵwðSÞ ¼
jSj � k þ 1; if jSjb k and n B S

jSj � k; if jSjb k and n A S

0; if jSj < k

8<
:

Clearly, player n is null in ŵw and so in w. Since j is subsidy free, jnðwÞ ¼ 0.

By a result in the second paragraph of the proof, jnðwÞ ¼ cb
n ðwÞ where bn ¼ 1

and bk ¼ n � 1

k

� �
. Hence, 0 ¼ n � k

n
� 1

n

n � 1

k

� �
n � 1

k

� ��1

jfS : jSj ¼ k

and n B Sgj ¼ n � k

n
� 1

n

n � 1

k

� �
a

n � k

n
� n � 1

n
¼ � k � 1

n
< 0. This con-

tradiction implies that there is no linear, symmetric, and subsidy free allo-
cation method. 9

7. Conclusion

The practioner must exercise caution in choosing an allocation method for
partially defined cooperative games. The axioms of linearity, symmetry, and
subsidy freedom, which uniquely determine the Shapley value on fully defined
cooperative games, characterize di¤erent allocation methods (sometimes non-
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uniquely) or no allocation method depending upon the class of partially defined
cooperative games under consideration. The axioms of symmetry and margin
monotonicity, which uniquely determine the Shapley value again on fully de-
fined cooperative games, characterize an allocation method that usually does
not satisfy subsidy freedom. The most positive results suggest the use of the
normalized Shapley value for zero monotonic or superadditive games and to
determine coalitional worths of the singletons and a block of the largest co-
alitions.

In the example examined in Section 2, we found that no zero monotonic or
superadditive extension had a Shapley value equal to the reduced (or normal-
ized) Shapley value. Notice that no linear, symmetric, and subsidy free alloca-
tion method exists for the example’s set of known coalition sizes. Conversely,
for all classes of partially defined cooperative games for which we have found
a unique linear, symmetric, and subsidy free allocation method, extensions al-
ways exist for which the Shapley value allocates the same way as the charac-
terized allocation method. Whether this relationship holds in general is an open
question. The nonexistence of linear, symmetric, and subsidy free allocation
methods for certain classes of games suggests that the linearity condition is too
strong.
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